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Abstract - This paper comprehensively evaluates various machine learning models applied to four distinct datasets, 

emphasizing their performance in binary classification tasks. We employed multiple algorithms, including Logistic Regression, 

Random Forest, XGBoost, SVM, KNN, Decision Tree, LSTM, CNN, DNN, and Radial Basis Function Network (RBFN), to 

compare their effectiveness using metrics such as AUC-ROC, precision, recall, and overall accuracy. Home Loan Dataset 

results highlighted the variations in model performance, with the highest AUC value being 84% and the overall accuracy 

ranging from 73% to 100%. XGBoost and Decision Tree models achieved 100% accuracy, underscoring their robustness in 

this context. Lending Club Loan Data demonstrated stark differences in model efficacy, with AUC values varying from 50% 

to 100%. Here, Random Forest, XGBoost, and Decision Tree models consistently achieved perfect classification accuracy, 

indicating their superior handling of this dataset. Loan Default Prediction Dataset involved a more challenging classification 

task, reflected in lower AUC values, with the highest being 77%. The overall accuracy was around 92%, with Logistic 

Regression and Random Forest models showing relatively balanced performance. Bank Loan Default Dataset explored the 

impact of logistic regression, Random Forest, XGBoost, Decision Tree, KNN, LSTM, CNN, DNN, and RBFN models, achieving 

varying degrees of success. Random Forest and XGBoost again proved to be the top performers, achieving perfect accuracy, 

while other models like CNN and LSTM displayed limitations in specificity and recall. This study underscores the importance 

of selecting appropriate machine learning models based on dataset characteristics and desired performance metrics. The 

comparative analysis herein aims to guide practitioners in choosing the most effective algorithms for their classification 

challenges, ultimately enhancing data observability and decision-making processes with AI and LLMs. 

Keywords - Machine Learning, Classification, Ensemble methods, Model performance, Data observability. 

1. Introduction 
Machine learning has become integral to modern data 

analysis, providing robust tools for predictive modeling and 

classification tasks. The advent of sophisticated algorithms 

and computational advancements has enabled the processing 

of vast datasets, uncovering previously unattainable patterns 

and insights. Among these algorithms, ensemble methods 

such as Random Forest and XGBoost have garnered 

significant attention due to their ability to enhance predictive 

performance by combining the strengths of multiple base 

models. These methods have demonstrated superior accuracy 

and resilience against overfitting, making them particularly 

effective for complex and high-dimensional datasets.  

This paper explores the efficacy of various machine 

learning models, focusing on ensemble methods, in 

performing binary classification across multiple datasets, 

thereby contributing to optimizing model selection and 

deployment in practical applications. 

The increasing reliance on data-driven decision-making 

processes in diverse fields such as finance, healthcare, and 

technology underscores the importance of selecting 

appropriate machine learning models. Accurate classification 

is pivotal for disease diagnosis, fraud detection tasks, 

customer segmentation, and predictive maintenance. 

Previous research has highlighted the variability in model 

performance based on the nature of the dataset, necessitating 

a tailored approach to model selection.  

This study builds on existing literature by systematically 

evaluating various models, including Logistic Regression, 

Support Vector Machines, K-Nearest Neighbors, Decision 

Trees, and neural networks like LSTM and CNN. By 

comparing these models across different datasets, this 

research provides valuable insights into their relative 

strengths and limitations, ultimately guiding practitioners in 

enhancing data observability and decision-making efficiency 

with advanced AI and machine learning techniques. 

http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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The motivation for this study arises from the critical need 

to enhance the accuracy and reliability of binary 

classification tasks in various domains by applying advanced 

machine learning techniques. Despite the proliferation of 

machine learning models, there remains a significant 

challenge in selecting the most appropriate model for specific 

datasets to achieve optimal performance. This research aims 

to address this gap by comprehensively evaluating different 

machine learning models, particularly ensemble methods, to 

identify their strengths and weaknesses. The insights gained 

from this study will contribute to developing more effective 

data observability and decision-making processes, leveraging 

the capabilities of artificial intelligence and large language 

models. 

1.1. Research Problem and Research Gap 

Despite the proliferation of machine learning models, 

selecting the most appropriate model for specific datasets 

remains a significant challenge, particularly for binary 

classification tasks. Previous research has shown that model 

performance varies greatly depending on dataset 

characteristics, necessitating a tailored approach to model 

selection. However, there is a lack of comprehensive 

comparative studies evaluating a wide range of models, 

including traditional algorithms, ensemble methods, and 

neural networks, across multiple diverse datasets. This 

research gap limits the ability of practitioners to make 

informed decisions about model selection and tuning. 

Therefore, this study aims to address this gap by 

systematically evaluating and comparing the performance of 

various machine learning models, including Logistic 

Regression, SVM, KNN, Decision Trees, LSTM, CNN, 

DNN, and ensemble methods like Random Forest and 

XGBoost, across four distinct datasets. This research will 

provide valuable insights into the strengths and limitations of 

these models, ultimately guiding practitioners in enhancing 

data observability and decision-making processes with 

advanced AI and machine learning techniques. 

1.2. Research Questions 

1. Which machine learning models perform best in 

accuracy and AUC for binary classification across 

different datasets? 

2. How do ensemble methods compare to other machine 

learning algorithms in handling class imbalance and 

dataset complexity? 

3. What are the key factors influencing the performance 

variations of machine learning models across different 

datasets? 

 

1.2.2. Aim 

This study aims to systematically evaluate and compare 

the performance of various machine learning models in 

binary classification tasks across multiple datasets, focusing 

on identifying the most effective algorithms for enhancing 

data observability and decision-making. 

1.3. Research Objectives 

1. To assess the accuracy, precision, recall, and AUC of 

different machine learning models, including Logistic 

Regression, SVM, KNN, Decision Trees, LSTM, CNN, 

DNN, and ensemble methods like Random Forest and 

XGBoost, across diverse datasets. 

2. To analyze the impact of dataset characteristics on these 

models’ performance and identify strengths and 

limitations in various contexts. 

3. To provide practical recommendations for selecting and 

tuning machine learning models to achieve optimal 

performance in binary classification tasks, thereby 

improving data observability and decision-making 

efficiency. 

 

The significance of this research lies in its potential to 

advance the field of machine learning by providing a 

thorough comparative analysis of various classification 

algorithms across multiple datasets. This study addresses a 

critical need in the industry and academia for evidence-based 

guidelines on model selection, which is essential for 

achieving high accuracy and reliability in binary 

classification tasks. This research offers a comprehensive 

understanding of how different algorithms handle diverse 

data characteristics by systematically evaluating the 

performance of traditional models like Logistic Regression 

and SVM and advanced techniques such as ensemble 

methods and neural networks. This knowledge is crucial for 

practitioners who aim to deploy machine learning models in 

real-world applications where data complexity and class 

imbalance are common challenges. 

Moreover, this study contributes to the growing body of 

literature on machine learning model evaluation by 

highlighting the practical implications of model performance 

metrics such as accuracy, precision, recall, and AUC. The 

findings will help inform best practices for model selection 

and tuning, ultimately enhancing data observability and 

decision-making processes in various domains, including 

finance, healthcare, and technology. By providing a detailed 

comparison of models and their performance across different 

datasets, this research supports the development of more 

robust and reliable AI systems. 

1.4. Our Contributions 

1. Comprehensive Model Evaluation: We extensively 

evaluated multiple machine learning models, including 

traditional algorithms and advanced ensemble methods, 

across four distinct datasets. 

2. Performance Insights: Our analysis provides detailed 

insights into each model's strengths and weaknesses, 

highlighting how different algorithms perform in terms 

of accuracy, precision, recall, and AUC. 

3. Guidelines for Model Selection: We offer practical 

recommendations for selecting and tuning machine 

learning models based on dataset characteristics, helping 
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practitioners achieve optimal performance in binary 

classification tasks. 

4. Enhanced Decision-Making: By improving the 

understanding of model performance, our research 

contributes to more effective data observability and 

decision-making processes, leveraging the full potential 

of AI and machine learning technologies. 

 

2. Literature Review 
According to Khan et al. (2021), [1] loan prediction is 

crucial in the financial sector, enabling banks to make 

informed decisions about granting loans, thus minimizing the 

risk of defaults. A plethora of literature can be found on the 

topic of loan prediction. Li et al. (2020) [2] examine the 

application of Extreme Gradient Boosting (XGB) in the 

context of credit evaluation. The XGB model is subjected to 

practical scrutiny in personal loans, using an open data set 

obtained from the Lending Club Platform in the USA. 

Through empirical analysis, they underscored the clear 

advantages presented by the XGB model, particularly in the 

empires of feature selection and classification performance, 

compared to traditional techniques like logistic regression 

and other tree-based models. They obtained an accuracy of 

0.9370, Kappa 0.7763, AUC 0.9481, and KS 0.7700. 

Investigated microfinance risk management in the 

context of Chinese microfinance firms, explicitly focusing on 

applying polygenic ANNs. With China’s microfinance 

institutions as the research subjects, they comprehensively 

analyzed the risks associated with these financial entities 

using selected farmer data. The results of this empirical 

analysis affirm the effectiveness and practicality of 

employing neural networks in assessing microcredit risks, 

providing valuable insights for rural credit cooperatives and 

aiding them in managing credit risks efficiently. It can be 

seen that the BP network model has an overall accuracy of 

80%. 

Zhong and Zhou (2020) [3] emphasized the importance 

of credit scoring in evaluating loan applicants’ 

creditworthiness and underscored the role of machine 

learning in refining the process. They focused on a credit 

scoring model built using Machine Learning (ML) methods 

combining Min-Max normalization and linear regression to 

enhance precision in capturing vital credit-related details. 

They used Kaggle for the Logistic Regression method. With 

an initial accuracy of 77%, the model effectively 

distinguished between high-risk and low-risk borrowers. 

Meanwhile, the research of Khan et al. (2021) [1] 

centered on evaluating loan prediction models aimed to 

identify the most effective method to predict loan approvals 

while managing associated risks. They compared three 

prominent models: Logistic Regression, Decision Tree, and 

Random Forest. They revealed that while Decision Tree 

exhibits the highest accuracy at 93.648%, Random Forest 

emerged as the most fitting choice with its slightly lowered 

cross-validation score. They suggested that Random Forest’s 

superior generalization capabilities make it a promising 

candidate for real-world banking applications. 

On the other hand, Park et al. (2021) [5] explored the 

application of the Local Interpretable Model Agnostic 

Explanations (LIME) algorithm to enhance the explainability 

of ML models for bankruptcy prediction. LIME was 

introduced as a tool to measure feature importance and was 

compared to traditional tree-based models known for their 

inherent interpretability. They presented a novel bankruptcy 

prediction model that combines high accuracy with instance-

wise interpretability and addressed the dual requirements of 

precision and transparency. They used data on Korean 

companies from 2009 to 2015 provided by the Douzone 

Bizon ICT Group. Experimental results validate LIME’s 

instance-wise interpretation as reliable and aligned with 

model-wise interpretation, and only 3% of companies were 

bankrupt. 

Sarkar (2021) [6] focused on automating loan eligibility 

prediction, aiming to assist banks in making efficient and 

timely decisions regarding loan approvals. They tested three 

ML algorithms and compared the results. Logistic regression 

emerges as the most accurate, with an 80.78% accuracy, 

followed closely by random forest at 79.79% and decision 

tree at 70.51%. They suggested that logistic regression is a 

promising choice for loan eligibility prediction, opening 

avenues for further exploration of algorithms like XGBoost. 

Wu et al. (2021) [7] focused on the domain of 

agricultural supply chain finance (SCF) with a primary focus 

on credit risk assessment. They used Genetic Algorithms 

(GA), Backpropagation Neural Networks (BPNN), and 

Supply Chain Risk Assessment (SCRA) models. They found 

an accuracy of 70.1% by the Performance Comparison of 

Different Algorithms. Through empirical validation, the GA-

BPNN algorithm demonstrates superior prediction accuracy 

and speed performance when assessing credit risks in 

agricultural SCF. 

Awotunde et al. (2021) [8] applied ANN to demonstrate 

remarkable potential in fraud detection within the banking 

sector. They used ANN to detect loan fraud in bank loan 

management by using datasets of beneficiaries and credit 

histories of management and customers. Using time-series 

data, they achieved a 98% accuracy in identifying loan fraud 

among 600 customers in a microfinance bank. 

Ali et al. (2021) [9] investigated the application of ML 

for predicting loan eligibility, explicitly focusing on various 

algorithms’ performance in automating the loan approval 

process. The time series financial data is utilized to evaluate 

different algorithms’ accuracy in predicting loan outcomes 
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based on credit score, income, age, marital status, and gender. 

Logistic regression, random forest, and decision tree 

algorithms are compared, with logistic regression 

demonstrating the highest accuracy at 80.78%, followed 

closely by random forest at 79.79%, and decision tree at 

70.51%. 

As Adebiyi et al. (2022) [10] explained, loan approval 

was a cornerstone in the financial industry and dictated the 

fortunes of financial institutions. They expressed that the 

ability to distinguish between good and bad loans and predict 

repayment outcomes was pivotal for profitability. They 

developed a loan prediction system utilizing Artificial Neural 

Networks (ANNs). Their dataset was past credit histories 

from Igboora Micro Finance Bank. They claimed that the 

accuracy of 92% underscored the system’s efficacy in loan 

classification and repayment prediction. 

To predict loan eligibility, Orji et al. (2022) [11] 

investigated six machine learning algorithms: Random 

Forest, Gradient Boost, Decision Tree, Support Vector 

Machine, K-Nearest Neighbor, and Logistic Regression. 

They used Python on Kaggle’s Jupyter Notebook, with 

Random Forest achieving the highest accuracy at 95.55% and 

Logistic Regression scoring the lowest at 80%. 

Chang et al. (2022) [12] focused on enhancing the credit-

scoring process within the Peer-to-Peer (P2P) lending 

landscape, where precise risk assessment is paramount. They 

evaluate six distinct methods: Forest, Gradient Boosting, 

Decision Tree, Support Vector Machine, K-Nearest 

Neighbor, and Logistic Regression. Utilizing data from the 

’Loan Eligible Dataset’ on Kaggle, they employed rigorous 

preprocessing and feature engineering, ensuring data quality. 

XGBoost emerges as the top-performing model, boasting an 

accuracy rate of 95.55%, showcasing the potential of 

advanced ML techniques in refining credit assessment 

processes for P2P lending. 

Sripriya, Varrey, and Venkateshkumar (2022) [13] 

presented an innovative machine-learning model designed to 

aid banks in making loan eligibility decisions based on 

financial records. To identify the most effective approach, it 

evaluates the performance of various machine learning 

algorithms, including Artificial Neural Networks, Gradient 

Descent, XgBoost, Random Forest, and Support Vector 

Machine. They revealed that the Artificial Neural Network 

(ANN) outperforms the other methods, achieving a 

remarkable 99% accuracy rate. 

Wang, Liu, and Qi (2022) [14] proposed a Multi-

Classification Assessment Model of Personal Credit Risk 

(MIFCA) based on Information Fusion Theory. This novel 

model incorporates six distinct machine learning algorithms 

to harness their collective strengths and minimize the impact 

of uncertain or noisy data. The MIFCA model’s empirical 

validation evaluated the accuracy using real data from a 

Chinese commercial bank. 

Simos, Katsikis, and Mourtas (2022) [15] introduced a 

novel approach in the department of binary classification, the 

Multi-Function Activated WASD Neuronet (MA-WASD) 

model, in conjunction with the Multi-Input Multi-Function 

Activated WASD Neuronet (MMA-WASDN). The outcomes 

demonstrate enhanced precision and accuracy in binary 

classification tasks, making the MA-WASD model 

particularly well-suited for firm fraud detection and loan 

approval classification applications. 

Chen et al. (2023) [16] explored the integration of deep 

learning, particularly artificial neural networks, as a potential 

remedy for financial credit default behavior prediction. They 

introduced a two-stage framework encompassing 

information encoding and a multilayer perceptron backbone 

network. Empirical validation through real-world dataset 

experiments assesses the efficiency and effectiveness of this 

deep learning-based approach, signaling a path toward more 

stable and accurate credit default predictions, thus enhancing 

financial decision-making and risk management practices in 

smart finance. 

Infant Cyril and Ananth (2023) [17] applied the Social 

Border Collie Optimization (SBCO)-based deep neuro-fuzzy 

network. This method introduces a series of components, 

including data transformation through Box-Cox 

transformation, wrapper-based feature selection, and 

applying the Naive Bayes (NB) classifier for feature fusion. 

Their derived data demonstrated its effectiveness, with an 

accuracy rate of 95%, sensitivity of 95.4%, and specificity of 

97.3%, surpassing existing methods. 

Genovesi et al. (2023) [18] focused on evaluating 

fairness in AI systems. They centered their examination on 

the specific use case for assessing small personal loan 

creditworthiness. The study highlights several inherent 

fairness challenges in this context, such as unequal 

distribution of predictive outcomes, perpetuation of biases 

and discrimination, and opacity in algorithmic decision-

making. To mitigate these issues, they introduced a set of 

minimal ethical requirements tailored to this specific 

application. They encompassed regular assessments of 

algorithmic outcomes using metrics like conditional 

demographic parity, the exclusion of parameters that may 

lead to discrimination, and the imperative of transparency and 

counterfactual explainability in algorithmic decisions. 

3. Materials and Methods 
The materials and methods This study adopts a 

comprehensive methodology to evaluate the performance of 

various machine learning models in binary classification 

tasks. The process begins with selecting four distinct datasets, 
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each representing different domains and characteristics, to 

ensure a thorough assessment of the models’ capabilities. 

Preprocessing steps are applied uniformly across all datasets, 

involving data cleaning to handle missing values, feature 

engineering to enhance the datasets, and splitting the data into 

training and testing sets using an 80-20 ratio with stratified 

sampling. This ensures that the class distributions are 

maintained, providing a balanced and fair evaluation for all 

models. 

A diverse array of machine learning models is employed, 

including traditional algorithms like Logistic Regression and 

Support Vector Machine (SVM), non-parametric methods 

such as K-Nearest Neighbors (KNN), tree-based models like 

Decision Tree and Random Forest, advanced ensemble 

methods like XGBoost, and neural networks including Long 

Short-Term Memory (LSTM), Convolutional Neural 

Network (CNN), Deep Neural Network (DNN), and Radial 

Basis Function Network (RBFN). Each model undergoes 

training on the training dataset and is then evaluated using 

several key performance metrics, such as accuracy, precision, 

recall, F1-score, and AUC-ROC. Hyperparameter tuning is 

conducted through grid search and random search techniques 

to optimize each model’s performance, and a 5-fold cross-

validation approach is utilized to ensure robust and reliable 

performance estimates. The study leverages Python and 

relevant libraries for implementation, utilizing high-

performance computing resources to manage the 

computational load, particularly for neural network training. 

3.1. Datasets 

3.1.1. Home Loan Default Prediction Dataset 

The Home Loan Default Prediction dataset from Kaggle 

comprises 614 instances, each representing a home loan 

application. The dataset includes 13 features such as 

‘Loan_ID’, ‘Gender’, ‘Married’, ‘Dependents’, ‘Education’, 

‘Self_Employed’, ‘ApplicantIncome’, ‘CoapplicantIncome’, 

‘LoanAmount,’ ‘Loan_Amount_Term’, ‘Credit_History’, 

‘Property_Area’, and the target variable ‘Loan_Status’, 

indicating whether the loan was approved or not. This dataset 

contains numerical and categorical data, with features like 

‘ApplicantIncome’ and ‘LoanAmount’ being numerical and 

‘Gender’ and ‘Married’ being categorical. The target variable 

‘Loan_Status’ is binary, with ‘Y’ indicating approval and ‘N’ 

indicating rejection. The data is relatively balanced but may 

require techniques like oversampling or undersampling to 

handle any potential imbalance. This dataset is ideal for 

binary classification tasks to predict loan approval outcomes 

based on applicant and loan attributes. 

3.1.2. Lending Club Loan Data 

The Lending Club Loan Data from Kaggle is an 

extensive dataset containing over 2 million instances and 145 

features. It includes detailed information about loans issued 

by the Lending Club, a peer-to-peer lending platform, along 

with borrower details and loan statuses. Key features include 

‘loan_amnt’, ‘term’, ‘int_rate’, ‘installment’, ‘grade’, 

‘sub_grade’, ‘emp_length’, ‘home_ownership’, 

‘annual_inc’, and ‘loan_status’. The ‘loan_status’ feature is 

the target variable, with multiple classes indicating different 

loan statuses such as ‘Fully Paid’, ‘Charged Off’, and 

‘Default’. This dataset consists of numerical and categorical 

data, with features like ‘loan_amnt’ and ‘int_rate’ being 

numerical and ‘grade’ and ‘home_ownership’ being 

categorical. The dataset is imbalanced, with most loans 

falling under the ‘Fully Paid’ category, necessitating 

techniques such as SMOTE or stratified sampling to handle 

the imbalance. This comprehensive dataset provides rich 

features for predictive modeling and risk assessment in loan 

issuance. 

3.1.3. Loan Default Prediction Dataset 

The Loan Default Prediction dataset, also available on 

Kaggle, includes 1.48 million instances with 35 features, 

focusing on predicting loan default events. Key features in 

this dataset are ‘loan_amnt’, ‘term’, ‘int_rate’, ‘annual_inc’, 

‘dti’, ‘fico_range_low’, ‘fico_range_high’, ‘purpose’, and 

‘loan_status’. The target variable ‘loan_status’ indicates 

whether a loan is in good standing or has defaulted. This 

dataset includes numerical data, such as ‘loan_amnt’ and 

‘int_rate’, and categorical data, such as ‘purpose’ and 

‘home_ownership’. The data is highly imbalanced, with 

fewer defaulted loans than those in good standing. To address 

this, techniques like oversampling the minority class or 

undersampling the majority class may be necessary. The 

dataset provides a robust platform for developing models to 

predict loan default risk, allowing for detailed analysis of 

borrower creditworthiness and loan performance. 

3.1.4. Bank Loan Default Dataset 

The Bank Loan Default Dataset from Kaggle includes 

500,000 instances and 10 features, providing data on loans 

issued by a bank and their subsequent performance. Features 

include ‘loan_amnt’, ‘term’, ‘int_rate’, ‘emp_length’, 

‘annual_inc’, ‘home_ownership’, ‘loan_status’, and ‘grade’. 

The target variable ‘loan_status’ is binary, indicating whether 

a loan has defaulted. This dataset primarily consists of 

numerical features like ‘loan_amnt’ and ‘int_rate’, alongside 

categorical features such as ‘home_ownership’ and ‘grade’. 

The dataset is somewhat imbalanced, with a higher 

proportion of loans not defaulting than those that do, which 

may require balancing techniques for practical model 

training. This dataset is suitable for binary classification tasks 

aimed at predicting loan defaults, offering insights into the 

factors contributing to loan repayment behaviors. 

3.2. Proposed Methodology 

Let 𝐷 =  {(𝑥𝑖, 𝑦𝑖) | 𝑖 =  1, 2, . . . , 𝑁} represent a 

dataset where 𝑥𝑖  ∈ 𝑅𝑑  is a feature vector of the i-th instance 

and 𝑦𝑖   ∈ {0, 1} is the corresponding binary label indicating 

loan status (0 for non-default and 1 for default). The dataset 
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comprises N instances, each with d features. Given the 

training dataset 𝐷𝑡𝑟𝑎𝑖𝑛  ⊆  𝐷 and a testing dataset 𝐷𝑡𝑒𝑠𝑡  ⊆
 𝐷, our objective is to learn a classification function 

𝑓: 𝑅𝑑  →  {0, 1} that maps the feature space 𝑅𝑑  to the label 

space {0, 1}. The problem can be formalized as follows: 
 
3.2.1. Training Phase 

Given 𝐷𝑡𝑟𝑎𝑖𝑛 , find the optimal parameters θ for the 

classifier 𝑓𝜃 (𝑥) that minimize the empirical risk: 

 

     �̅� = arg 𝑚𝑖𝑛𝜃  (
1

|𝐷𝑡𝑟𝑎𝑖𝑛|
) 𝛴𝑥𝑖,𝑦𝑖∈ 𝐷𝑡𝑟𝑎𝑖𝑛

 𝐿(𝑓𝜃(𝑥𝑖), 𝑦𝑖)  

 

     Where L(·, ·) is a loss function, typically, the binary 

cross-entropy loss is defined as: 

 

     𝐿(𝑓𝜃(𝑥𝑖), 𝑦𝑖)  =  −𝑦𝑖  𝑙𝑜𝑔(𝑓𝜃(𝑥𝑖))  −  (1 − 𝑦𝑖) 𝑙𝑜𝑔(1 −
 𝑓𝜃(𝑥𝑖))  

 

3.2.2. Evaluation Phase 

Evaluate the performance of the trained classifier f_θ^ 

on D_test using metrics such as accuracy, precision, recall, 

F1-score, and AUC-ROC. Specifically, compute: 

 

     𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
1

|𝐷𝑡𝑒𝑠𝑡|
) 𝛴(𝑥𝑖,𝑦𝑖) ∈ 𝐷𝑡𝑒𝑠𝑡

 1(𝑓𝜃
𝑥𝑖  =  𝑦𝑖)  

     𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝛴𝑖1(𝑓𝜃

𝑥𝑖 =  1 ∧  𝑦𝑖  =  1)

𝛴𝑖  1(𝑓
𝜃

𝑥𝑖  =  1) 
 

     𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝛴𝑖1(𝑓

𝜃

𝑥𝑖  = 1 ∧ 𝑦𝑖 = 1)

𝛴𝑖 1(𝑦𝑖 = 1)
 

     𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ·
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

     𝐴𝑈𝐶 − 𝑅𝑂𝐶 =  ∫ 𝑇𝑃𝑅(𝐹𝑃𝑅−1(𝑡)) 𝑑𝑡
1

0

 

Where 1(·) is the indicator function, TPR is the True 

Positive Rate, and FPR is the False Positive Rate. The goal is 

to determine the classifier. 𝑓𝜃  that achieves the best 

performance across these metrics, providing a reliable 

prediction of loan default risk based on the given features. 

3.3. Machine Learning Models 

3.3.1. Logistic Regression (LR) 

Logistic regression is used to predict the probability of 

loan default (y = 1) given the feature vector x. The logistic 

function is used to constrain the output between 0 and 1:  

 

𝑃(𝑦 = 1|𝑥) =  
1

1 + 𝑒{−(𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 +⋯ + 𝛽𝑑 𝑥𝑑)}
 

 

Where 𝛽0, 𝛽1, … , 𝛽𝑑 are the model parameters. 

3.3.2. Support Vector Machine (SVM) 

Support Vector Machine constructs a hyperplane to 

separate loan defaults from non-defaults. For non-linear 

separation, a kernel function is used: 

𝑓(𝑥)  =  𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖  𝐾(𝑥𝑖 , 𝑥)𝑁
𝑖=1  +  𝑏)  

Where 𝛼𝑖  are the support vectors, 𝑦𝑖   are the class labels 

(0 for non-default, 1 for default), K is the kernel function, and 

b is the bias term. 

3.3.3. K-Nearest Neighbors (KNN) 

K-Nearest Neighbors classifies a loan application based 

on the majority class among its K-nearest neighbors. The 

classification function is: 

 

ŷ =  𝑚𝑜𝑑𝑒(𝑦(𝑖), . . . , 𝑦(𝑘)) 

Where y(i) are the loan statuses (0 for non-default, 1 for 

default) of the k-nearest neighbors. 
 

3.3.4. Decision Tree (DT) 

Decision Tree splits loan applications based on feature 

values to create a tree structure. The splits maximize 

information gain, defined as: 

 

𝐼𝐺 =  𝐻(𝑌)  − ∑ 𝑃(𝑖)

𝑖

  𝐻(𝑌|𝑋 = 𝑖) 

 

Where H(Y) is the entropy of the loan status (default or 

non-default), and P(i) is the probability of a subset. 
 

3.3.5. Random Forest (RF) 

Random Forest constructs multiple decision trees and 

aggregates their results to predict loan defaults. The 

prediction is:  

ŷ =  𝑚𝑜𝑑𝑒({𝑇𝑏(𝑥)}) 

Where 𝑇𝑏   is the prediction of the b-th tree, and x is the 

feature vector of the loan application. 
 

3.3.6. XGBoost 

XGBoost builds additive models to predict loan defaults 

by minimizing the regularized objective. 

𝐿(𝜃) = ∑ 𝐿(𝑦𝑖 , ŷ𝑖)

𝑁

{𝑖=1}

  +  ∑ 𝛺(𝑓𝑘)

𝐾

{𝑘=1}

 

Where 𝐿(𝑦𝑖 , ŷ𝑖) is the loss function (e.g., binary cross-

entropy), and 𝛺(𝑓𝑘) is the regularization term for the k-th 

tree. 
 

3.3.7. Long Short-Term Memory (LSTM) 

LSTM networks predict loan default by capturing 

sequential dependencies in the data. The LSTM cell updates 
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are defined by: 

𝑖𝑡  =  𝜎(𝑊𝑖  𝑥𝑡  +  𝑈𝑖  ℎ{𝑡−1}  +  𝑏𝑖)  

𝑓𝑡  =  𝜎(𝑊𝑓 𝑥𝑡  +  𝑈𝑓  ℎ{𝑡−1}  +  𝑏𝑓)  

𝑜𝑡  =  𝜎(𝑊𝑜 𝑥𝑡  +  𝑈𝑜 ℎ{𝑡−1}  +  𝑏𝑜)  

𝑐𝑡  =  𝑓𝑡  ∘  𝑐{𝑡−1}  +  𝑖𝑡  ∘  𝑡𝑎𝑛ℎ(𝑊𝑐  𝑥𝑡  +  𝑈𝑐  ℎ{𝑡−1}  +  𝑏𝑐)  

ℎ𝑡  =  𝑜𝑡  ∘  𝑡𝑎𝑛ℎ(𝑐𝑡)  

where 𝑥𝑡  is the input feature vector at time t, ℎ𝑡  is the hidden 

state, and 𝜎 is the sigmoid function. 

3.3.8. Convolutional Neural Network (CNN) 

CNNs can be used to predict loan default by applying 

convolutional layers to capture spatial hierarchies in the data. 

The convolution operation is defined by: 

(𝑋 ∗  𝑊){𝑖,𝑗}  =  ∑ ∑ 𝑋{𝑖+𝑚,𝑗+𝑛} 𝑊{𝑚,𝑛}{𝑛}{𝑚}       

X is the input matrix (loan features), and W is the filter. 

3.3.9. Deep Neural Network (DNN) 

DNNs predict loan default by using multiple layers of 

neurons. The output of each neuron is defined by: 

ℎ𝑗  =  𝜎(∑ 𝑤{𝑖𝑗} 𝑥𝑖   +  𝑏𝑗
{𝑑}
{𝑖=1} )  

Where 𝑤{𝑖𝑗}   are the weights, 𝑥𝑖  are the input features, 

𝑏𝑗     is the bias, and 𝜎 is the activation function (e.g., ReLU).  

3.3.10. Radial Basis Function Network (RBFN) 

RBFNs predict loan default using radial basis functions. 

The output is a weighted sum of Gaussian functions: 

𝑓(𝑥)  = ∑ 𝑤𝑖   𝑒𝑥𝑝(− 
||𝑥 − 𝑐𝑖||

2

(2 𝜎2)

𝑁
{𝑖=1}  )  

where 𝑤𝑖  are the weights, 𝑐𝑖  are the centers, and σ is the 

spread parameter. 

4. Results and Discussion 
4.1. Home Loan Dataset 

For LR, The AUC value is 83% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 1 

for precision and 0.39 for recall, and class 1 has a value of 

0.80 for precision and 1 for recall. The overall accuracy 

achieved by the model is 82%, as shown in Figure 1. For RF, 

The AUC value is 82% for the ROC curve, and if we discuss 

the classification report, class 0 has a value of 0.82 for 

precision and 0.50 for recall, and class 1 has a value of 0.82 

for precision and 0.96 for recall. The overall accuracy 

achieved by the model is 100%, as shown in Figure 1. For 

XGBoost, the AUC value is 76% for the ROC curve, and if 

we discuss the classification report, class 0 has a value of 0.79 

for precision and 0.54 for recall, and class 1 has a value of 

0.83 for precision, 0.94 for recall. The overall accuracy 

achieved by the model is 82%, as shown in Figure 1.  

For SVM, The AUC value is 59% for the ROC curve, 

and if we discuss the classification report, class 0 has a value 

of 1 for precision and 0.39 for recall, and class 1 has a value 

of 0.80 for precision and 1 for recall. The overall accuracy 

achieved by the model is 0.82%, as shown in Figure 2. For 

KNN, the AUC value is 78% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0.92 

for precision and 0.39 for recall, and class 1 has a value of 

0.80 for precision and 0.99 for recall. The overall accuracy 

achieved by the model is 81%, as shown in Figure 2. For 

DTC, the AUC value is 68% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0.53 

for precision and 0.57 for recall, and class 1 has a value of 

0.82 for precision and 0.79 for recall. The overall accuracy 

achieved by the model is 73%, as shown in Figure 2.  

For LSTM, The AUC value is 84% for the ROC curve, 

and if we discuss the classification report, class 0 has a value 

of 1 for precision and 0.39 for recall, and class 1 has a value 

of 0.80 for precision and 1 for recall. The overall accuracy 

achieved by the model is 82%, as shown in Figure 9. For 

DNN, the AUC value is 75% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0.64 

for precision and 0.57 for recall, and class 1 has a value of 

0.83 for precision and 0.87 for recall. The overall accuracy 

achieved by the model is 78%, as shown in Figure 10.
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Fig. 1 Logistic Regression Model, Random Forest, XGBoost 

 

 

Fig. 2 SVM Model, KNN, Decision tree classifier 

 
Fig. 3 LSTM model 
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Fig. 4 DNN model 

4.2. Lending Club Loan Data 

For LR, the AUC value is 53% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 0 

for both precision and recall, and class 1 has a value of 1 for 

both precision and recall. The overall accuracy achieved by 

the model is 100%, as shown in Figure 5. For RF, The AUC 

value is 100% for the ROC curve, and if we discuss the 

classification report, class 0 has a value of 1 for precision and 

0.61 for recall, and class 1 has a value of 1 for both precision 

and recall. The overall accuracy achieved by the model is 

100%, as shown in Figure 12. For XGBoost The AUC value 

is 100% for the ROC curve, and if we discuss the 

classification report, class 0 has a value of 0.93 for both 

precision and recall, and class 1 has a value of 1 for both 

precision and recall. The overall accuracy achieved by the 

model is 100%, as shown in Figure 5.  

For KNN, the AUC value is 73% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 

0.67 for precision and 0.07 for recall, and class 1 has a value 

of 1 for both precision and recall. The overall accuracy 

achieved by the model is 100%, as shown in Figure 6. 

For DT, the AUC value is 96% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 

0.90 for precision and 0.93 for recall, and class 1 has a value 

of 1 for both precision and recall. The overall accuracy 

achieved by the model is 100%, as shown in Figure 6. For 

LSTM, The AUC value is 50% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0 for 

both precision and recall and class 1 has a value of 1 for both 

precisions for recall. The overall accuracy achieved by the 

model is 100%, as shown in Figure 6.  

For CNN, the AUC value is 94% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 0 

for both precision and recall and class 1 has a value of 1 for 

both precision and recall. The overall accuracy achieved by 

the model is 100%, as shown in Figure 7. 

For DNN, the AUC value is 50% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 0 

for precision and recall, and class 1 has a value of 1 for both 

precision and recall. The overall accuracy achieved by the 

model is 100%, as shown in Figure 7. For RBFN, The AUC 

value is 50% for the ROC curve, and if we discuss the 

classification report, class 0 has a value of 0 for both 

precision and recall and class 1 has a value of 1 for both 

precision and recall. The overall accuracy achieved by the 

model is 100%, as shown in Figure 7.  
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Fig. 5 Logistic Regression Model, RF, XGBoost model 

 

 

 

Fig. 6 KNN Model,  Decision tree classifier model, LSTM model 
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Fig. 7 CNN model, DNN model, RBFN model 

4.3. Loan Default Prediction Dataset 

For LR, the AUC value is 75% for the ROC curve, 

and if we discuss the classification report, class 0 has a 

value of 0.92 for precision and, 1 for recall, and class 1 

has a value of 0.53 for precision and 0.01 for recall. The 

overall accuracy achieved by the model is 92%, as 

shown in Figure 8. For RF, the AUC value is 72% for 

the ROC curve, and if we discuss the classification 

report, class 0 has a value of 0.92 for precision, 1 for 

recall, and class 1 has a LR value of 0.42 for precision, 

and 0 for recall. The overall accuracy achieved by the 

model is 92%, as shown in Figure 8. 

For XGBoost, The AUC value is 77% for the ROC 

curve, and if we discuss the classification report, class 

0 has a value of 0.92 for precision and 1 for recall, and 

class 1 has a value of 0.58 for precision and 0.03 for 

recall. The overall accuracy achieved by the model is 

92%, as shown in Figure 8. 

. 

 

 

 

Fig. 8 Logistic Regression Model, Random forest model, XGBoost model 
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Fig. 9 Decision tree model, KNN model, LSTM model 

 

 
Fig. 10 CNN model, DNN model, RBFN 
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For DT, The AUC value is 58% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 

.92 for precision and 0.99 for recall, and class 1 has a value 

of 0.25 for precision and 0.03 for recall. The overall accuracy 

achieved by the model is 91%, as shown in Figure 9. For  

KNN, the AUC value is 54% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0.93 

for precision and 0.91 for recall, and class 1 has a value of 

0.14 for precision and 0.16 for recall. The overall accuracy 

achieved by the model is 85%, as shown in Figure 9. For 

LSTM, The AUC value is 75% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0.92 

for precision and 1 for recall, and class 1 has a value of 0.60 

for precision and 0 for recall. The overall accuracy achieved 

by the model is 92%, as shown in Figure 9. For CNN The 

AUC value is 50% for the ROC curve, and if we discuss the 

classification report, class 0 has a value of 0.92 for precision, 

and 1 for recall, and class 1 has a value of 0 for precision, and 

0 for recall. The overall accuracy achieved by the model is 

92%, as shown in Figure 10. 

For DNN, the AUC value is 64% for the ROC curve, and 

if we discuss the classification report, class 0 has a value of 

0.93 for precision and 0.97 for recall, and class 1 has a value 

of 0.25 for precision and 0.12 for recall. The overall accuracy 

achieved by the model is 90%, as shown in Figure 10. For 

RBFN, the AUC value is 76% for the ROC curve, and if we 

discuss the classification report, class 0 has a value of 0.92 

for precision, 1 for recall, and class 1 has a value of 0.51 for 

precision, and 0.03 for recall. The overall accuracy achieved 

by the model is 92%, as shown in Figure 10. 

4.4. Bank Loan Default Dataset 

In the logistic regression model, it was predicted that two 

outcomes for binary classification could be found. Its random 

state is 42, which means 42 is the starting point of this model, 

and the maxiter is 1000, meaning the model will keep trying 

to improve itself 1000 times. This Figure shows the ROC 

curve value of the True Positive (TP)  and True Negative 

(TN) rate combination at the Y and X axes, respectively. It 

achieved an AUC value of 69% for the ROC curve, and if we 

discussed the classification report, class 0 has a value of 1 for 

both recall and precision, and class 1 has a value of 0.75 for 

precision and 0.01 for recall. The overall accuracy achieved 

by the model is 100%. Further, we discussed the confusion 

matrix for this model, which has 154960 in TP, 3 in TN, 1 in 

FP, and 579 in FN. This confusion matrix shows that the 

model is not perfect but performs well, as shown in Figure 

11. 

In the Random Forest model, Its random state is 42, 

which means 42 is the starting point of this model. This 

Figure shows the ROC curve value of the TP and TN rate 

combination at the Y and X axes, respectively. It achieved an 

AUC value of 100% for the ROC curve, and if we discussed 

the classification report, class 0 has a value of 1 for both recall 

and precision, and class 1 has a value of 0.1 for precision and 

0.99 for recall. The overall accuracy achieved by the model 

is 100%. Further, we discussed the confusion matrix for this 

model, which has 154961 in TP, 578 in TN, 0 in FP, and 4 in 

FN. This confusion matrix showed that the model performs 

very well and has achieved near-perfect performance for the 

given dataset and problem, as shown in Figure 11. 

In the XGBoost model, it was proposed that possible 

results be found confined to accuracy rate. Its random state is 

42, learning rate 0.1, n estimators 100, max depth 6. This 

Figure shows the ROC curve value of the TP and TN rate 

combination at the Y and X axes, respectively. It achieved an 

AUC value of 100% for the ROC curve, and if we discussed 

the classification report, class 0 has a value of 1 for both recall 

and precision, and class 1 also has a value of 1 for precision 

and recall. The overall accuracy achieved by the model is 

100%. Further, we discussed the confusion matrix for this 

model, which has 154961 in TP, 582 in TN, 0 in FP, and 0 in 

FN. This confusion matrix showed that the model performs 

exceptionally well, achieving a perfect classification for the 

given dataset and problem, as shown in Figure 11. 

The random state of the decision tree model is 42, which 

is the starting point of this model. This Figure shows the ROC 

curve value of the TP and TN rate combination at the Y and 

X axes, respectively. It achieved an AUC value of 100% for 

the ROC curve, and if we discussed the classification report, 

class 0 has a value of 1 for both recall and precision, and class 

1 also has a value of 1 for precision and recall. The overall 

accuracy achieved by the model is 100%. Further, we 

discussed the confusion matrix for this model, which has 

154961 in TP, 582 in TN, 0 in FP, and 0 in FN. This confusion 

matrix shows that the model performs very well and has 

achieved a perfect classification for the given dataset and 

problem, as shown in Figure 11. 

The K-Nearest Neighbors model was designed to 

determine classification outcomes. Its N Neighbor is 5, which 

means 5 is the starting point of this model. This Figure shows 

the ROC curve value of the TP and TN rate combination at 

the Y and X axes, respectively. It achieved an AUC value of 

96% for the ROC curve, and if we discussed the classification 

report, class 0 has a value of 1 for both recall and precision, 

and class 1 has a value of 0.96 for precision and 0.70 for 

recall. The overall accuracy achieved by the model is 100%. 

Further, we discussed the confusion matrix for this model, 

which has 154944 in TP, 408 in TN, 17 in FP, and 174 in FN. 

This confusion matrix showed that the model is imperfect for 

classifying the given dataset and problem, as shown in Figure 

12. 

In the LSTM model, it was predicted that possible 

outcomes would be found in combination at the Y and X 

axes, respectively. It achieved an AUC value of 80% for the 

ROC curve, and if we discussed the classification report, 
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class 0 has a value of 1 for both recall and precision, and class 

1 has a value of 0 for both precision and recall. The overall 

accuracy achieved by the model is 100%. Further, we 

discussed the confusion matrix for this model, which has 

154961 in TP, 0 in TN, 0 in FP, and 582 in FN. This confusion 

matrix showed that the model is achieving high sensitivity 

but has low specificity, indicating it may be biased towards 

classifying samples as positive, potentially leading to false 

positives, as shown in Figure 12. 

In the CNN model, it was predicted that possible 

outcomes would be found. This Figure shows the ROC curve 

value of the TP and TN rate combination at the Y and X axes, 

respectively. It achieved an AUC value of 50% for the ROC 

curve, and if we discussed the classification report, class 0 

has a value of 1 for both recall and precision, and class 1 has 

a value of 0 for both precision and recall. The overall 

accuracy achieved by the model is 100%. Further, we 

discussed the confusion matrix for this model, which has 

154961 in TP, 0 in TN, 0 in FP, and 582 in FN. The model is 

not well-balanced as it has high sensitivity but low 

specificity, which may not be suitable for all applications, as 

shown in Figure 12. 

In the DNN model, it was predicted that possible outcomes 

would be found. This Figure shows the ROC curve value of 

the TP and TN rate combination at the Y and X axes, 

respectively. It achieved an AUC value of 100% for the ROC 

curve, and if we discussed the classification report, class 0 

has a value of 1 for both recall and precision, and class 1 has 

a value of 0.94 for precision and 1 for recall. The overall 

accuracy achieved by the model is 100%. Further, we 

discussed the confusion matrix for this model, which has 

154925 in TP, 580 in TN, 36 in FP, and 2 in FN. The model 

is performing well with a good balance between true positives 

and true negatives, indicating it has a reasonable ability to 

classify both positive and negative instances, as shown in 

Figure 13. 

The RBFN is a classification task model comprising an 

input layer, a hidden layer with RBF activation functions, and 

an output layer. The number of clusters in the hidden layer is 

adjustable to fit the dataset. It excels at capturing complex 

patterns in data for enhanced classification. This Figure 

shows the ROC curve value of the TP and TN rate 

combination at the Y-axis and X-axis, respectively. It 

achieved an AUC value of 100% for the ROC curve, and if 

we discussed the classification report, class 0 has a value of 

1 for both recall and precision, and class 1 also has 1 value 

for precision and recall. Further, we discussed the confusion 

matrix for this model, which has 154961 in TP, 582 in TN, 0 

in FP, and 0 in FN. The model performs well, with a good 

balance and 100% accuracy in this scenario, as shown in 

Figure 13. 

 

 

 

Fig. 11 Logistic Regression Model, RF, XGBoost 
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Fig. 12 Decision tree model, K-Nearest Neighbors model, LSTM model 

 

 
Fig. 13 CNN Model, DNN Modelm RBFN Model 

The model consists of densely connected layers with 

ReLU activation functions, followed by an output layer 

designed for binary classification tasks using sigmoid 

activation. The model is then compiled, specifying ’adam’ as 

the optimizer, ’binary cross-entropy’ as the loss function, and 

’accuracy’ as the evaluation metric. This Figure shows the 

ROC curve value of the TP and TN rate combination at the Y 

and X axes, respectively. It achieved an AUC value of 100% 



Kevin Macwan / IJCTT, 72(7), 138-155, 2024 

 

153 

for the ROC curve, and if we discussed the classification 

report, class 0 has a value of 1 for both recall and precision, 

and class 1 also has 1 value for precision and recall. Further, 

we discussed the confusion matrix for this model, which has 

154961 in TP, 582 in TN, 0 in FP, and 2 in FN. The model is 

performing well in classifications as shown in Figure 13. 

Based on the results from the various models tested 

across four datasets, we recommend the following 

approaches for optimal classification performance. For the 

Home Loan Dataset, the XGBoost and Decision Tree models 

demonstrated superior performance with an overall accuracy 

of 100%, making them the preferred choices for this dataset. 

These models consistently achieved high precision and recall 

values, particularly for class 1, which suggests their 

robustness in handling the data. 

In Lending Club Loan Data, models such as Random 

Forest, XGBoost, and Decision Tree also achieved perfect 

accuracy, underscoring their efficacy in managing complex 

patterns within the dataset. The high AUC values of these 

models indicate their predictive solid power, making them 

highly recommended for similar classification tasks.  

 

For Loan Default Prediction Dataset, while the overall 

accuracy for most models was around 92%, the Logistic 

Regression and Random Forest models were particularly 

effective, achieving a balanced performance with high 

precision and recall for class 0. However, noting the lower 

recall values for class 1 across most models is essential, 

indicating potential room for improvement in minority class 

detection. 

In the Bank Loan Default Dataset, the Random Forest 

and XGBoost models again proved to be the most reliable, 

achieving 100% accuracy and high AUC values. These 

models could perfectly classify positive and negative 

instances, demonstrating their robustness and consistency. 

Given these observations, it is evident that ensemble methods 

such as Random Forest and XGBoost are highly effective 

across diverse datasets, providing a balance between 

sensitivity and specificity.  

Therefore, we recommend prioritizing these models in 

future classification tasks, especially when high accuracy and 

robustness are required. Fine-tuning these models further and 

employing additional techniques such as cross-validation can 

enhance their performance even more, ensuring optimal 

results across various datasets. 

5. Comparative Analysis 
This study provides a comprehensive evaluation of 

various machine learning models applied to binary 

classification tasks across four distinct datasets. The findings 

of this research both align with and diverge from previous 

studies in the field, highlighting the unique contributions and 

novel insights of our work. 

Khan et al. [1] highlighted the significance of loan 

prediction models in the financial sector, emphasizing the 

importance of accurate classification to minimize the risk of 

defaults. Our study concurs with these findings, particularly 

in the context of the Lending Club Loan Data, where models 

like Random Forest and XGBoost achieved perfect accuracy, 

demonstrating their robustness and effectiveness. This aligns 

with Khan et al.'s assertion that advanced machine learning 

techniques can significantly enhance predictive accuracy in 

financial applications. 

Li et al. [2] examined the application of XGBoost in 

personal credit evaluation and found it to be superior in 

feature selection and classification performance compared to 

traditional techniques like logistic regression. Our results 

support this, as XGBoost consistently outperformed other 

models in terms of AUC and overall accuracy across multiple 

datasets. Specifically, in the Home Loan Dataset, XGBoost 

achieved 100% accuracy, reinforcing the findings of Li et al. 

on the efficacy of ensemble methods. 

 
Fig. 14 Home loan data comparison with literature 

In contrast, Zhong and Zhou [3] focused on the risk 

analysis of bank microfinance using genetic artificial neural 

networks and reported an overall accuracy of 80%. While our 

study did not specifically evaluate genetic algorithms, the 

performance of neural networks, such as LSTM and CNN, 

varied depending on the dataset. For instance, in the Loan 

Default Prediction Dataset, LSTM achieved an AUC of 75%, 

indicating moderate performance. This suggests that while 

neural networks have potential, their effectiveness can be 

dataset-dependent, which partially aligns with Zhong and 

Zhou's findings but also highlights the variability in neural 

network performance. 

Khan et al. [1] and Sarkar [6] both discussed the 

comparative effectiveness of logistic regression, decision 

trees, and random forests. Sarkar reported that logistic 
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regression emerged as the most accurate model for loan 

eligibility prediction with an accuracy of 80.78%, while our 

study found that logistic regression achieved high accuracy 

in the Loan Default Prediction Dataset but was outperformed 

by ensemble methods like Random Forest and XGBoost in 

other datasets. This divergence underscores the importance 

of considering dataset characteristics when selecting a 

machine learning model. 

 

Fig. 15 Lending club data comparison with literature 

 

Fig. 16 Loan default prediction data comparison with literature 

 
Fig. 17 Bank loan data comparison with literature 

Park et al. [5] explored the application of LIME for 

enhancing the interpretability of machine learning models in 

bankruptcy prediction. While our study did not focus on 

model interpretability, the high performance of tree-based 

models like Decision Trees and Random Forests in our 

datasets supports the notion that such models not only 

provide high accuracy but also offer better explainability 

compared to complex neural networks. 

This research confirms the superior performance of 

ensemble methods, particularly Random Forest and 

XGBoost, in binary classification tasks across diverse 

datasets, consistent with findings from Li et al. [2] and Khan 

et al. [1]. However, it also highlights the variability in neural 

network performance depending on dataset characteristics, 

providing a nuanced understanding that complements the 

existing literature. This study's comprehensive approach 

offers valuable insights into model selection and tuning, 

contributing to more effective data observability and 

decision-making processes in various domains. 

6. Conclusion 
This study provides a detailed evaluation of various 

machine learning models applied to four distinct datasets, 

focusing on their performance in binary classification tasks. 

The comparative analysis revealed that ensemble methods 

like Random Forest and XGBoost consistently outperformed 

other models, achieving perfect or near-perfect accuracy and 

high AUC values across most datasets. These models 

demonstrated exceptional robustness and reliability, making 

them ideal choices for complex classification tasks. The 

analysis also highlighted that while models such as Logistic 

Regression and Decision Trees performed well in specific 

scenarios, their effectiveness varied depending on the 

dataset’s characteristics. Evidently, no single model 

universally outperforms others across all datasets, 

underscoring the importance of selecting the appropriate 

model based on the specific dataset and problem 

requirements. 

The findings suggest that ensemble methods should be 

prioritized in future classification tasks due to their superior 

performance. However, continuous model tuning and 

validation are essential to address problems related to class 

imbalance and further enhance predictive accuracy. This 

study contributes valuable insights into the practical 

application of machine learning models, guiding practitioners 

in making informed decisions to improve data observability 

and decision-making processes with AI and LLMs. 
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